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Abstract—We study the multisource video on-demand (VoD)
application in multichannel multiradio wireless mesh networks.
When a user initiates a new video request, the application can
stream the video not only from the media servers, but also from
the peers that have buffered the video. The multipath multisource
video on-demand streaming has been applied in wired networks
with great success. However, it remains a challenging task in
wireless networks due to wireless interference. In this paper, we
first focus on the problem of finding the maximum number of
high-quality and independent paths from the user to the servers
or peers for each VoD request by considering the effect of wireless
interference. We formulate it as a constrained maximum inde-
pendent paths problem and propose two efficient heuristic path
discovery algorithms. Based on the multiple paths discovered,
we further propose a joint routing and rate allocation algorithm,
which minimizes the network congestion caused by the new VoD
session. The algorithm is aware of the optimization for both
existing and potential VoD sessions in the wireless mesh network.
We evaluate our algorithms with real video traces. Simulation
results demonstrate that our algorithm not only improves the
average video streaming performance over all the coexisting VoD
sessions in the network, but also increases the network’s capacity
of satisfying more subsequent VoD requests.

Index Terms—Multipath routing, multisource video streaming,
rate allocation, wireless mesh network.

I. INTRODUCTION

HE VIDEO-ON-DEMAND (VoD) application has be-

come a popular Internet service recently. There have
already been several commercial products developed to support
VoD applications, such as PPLive and PPStream. Most of them
use peer-to-peer (P2P) technology to improve the VoD perfor-
mance. Such architecture has been discussed in [1]. Assume
users can store the videos that they have recently watched in
their local storage (e.g., PPLive and PPStream buffer 1 GB of
the most recently watched videos, which is enough for over
two 2-h movies, in a peer’s local storage). When a client wants
to watch a new video, he or she first discovers which peer
clients have buffered the video, and then streams the video
from both the servers and peer clients through multiple paths.
The multipath multisource video on-demand streaming has
been applied in wired networks with great success. However,
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it remains a challenging task in wireless networks due to the
effect of wireless interference.

As wireless mesh networking technology is attracting more
interest in research and industry, it is envisioned to be used
for low-cost infrastructures for last-mile Internet access and
building community networks [2]. A community network is
a static multihop wireless network composed of many mesh
routers, where each mesh router establishes connectivity with
neighboring mesh routers. There are some special routers
working as gateways to provide access to the Internet. In a large
community network, when a VoD user initiates a video request,
it can stream the video from two types of sources: 1) the servers
or peers that have buffered the video within the community
network; 2) even if there are no such sources, the user can
stream the video from multiple servers or peers in the Internet
through the multiple gateways. As VoD applications have high
demand of bit rate, delay, and loss sensitivity, the bottleneck
of the multipath video streaming is usually in the community
network, that is, the multihop wireless paths from the user to
peers or servers in the community network or the paths from
the user to gateways. Fortunately, in multichannel multiradio
wireless mesh networks, the enhanced channel diversity in-
creases the network capacity. In this paper, we study multipath
routing and rate allocation in multichannel multiradio wireless
mesh networks to improve the VoD performance.

One major problem for the multisource VoD application
in wireless mesh networks is the discovery of multiple in-
dependent paths. By splitting the video stream over multiple
independent paths, we can not only improve the aggregate
routing performance, but also improve the stability and robust-
ness. In the Internet, the independent paths are usually defined
as edge-disjoint or vertex-disjoint paths. In edge-disjoint paths,
no two paths share a same link, and therefore any link failure
will only affect one path. Vertex disjointedness is stronger than
edge disjointedness because it also guarantees that any node
failure will affect at most one path. In wireless mesh networks,
the discovery of independent paths becomes more challenging
due to wireless interference. Even if two paths are edge-disjoint
or vertex-disjoint, they might still affect each other if they
have wireless links that interfere with each other. Thus, their
aggregate routing performance becomes lower than expected,
and the congestion of one path will probably influence the
other path. This route coupling effect has been studied in [3].
Therefore, in order to find independent paths in wireless mesh
networks, we should guarantee interference-disjointedness in
addition to edge-disjointedness or vertex-disjointedness.

Another challenge is that the optimization of VoD perfor-
mance should be considered over all VoD users in the network
instead of only the current user. As we know, the wireless mesh
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network is designed to be shared among multiple users. If the
routes with required bandwidth have been found for a VoD re-
quest, the VoD user can establish connections in the network
for data transport, which we call a VoD session. There might
be multiple coexisting VoD sessions from different users in the
wireless mesh network. Thus, we should not be too selfish when
finding the routes and rate allocation for the current VoD request.
Instead, we should consider not only the resulting performance
of the current VoD session, but also its influence on the other
existing VoD sessions in the network and the network’s ability
of satisfying new VoD requests.

In this paper, we consider the wireless interference in the dis-
covery of multiple independent paths. For each arriving VoD
request, given n senders (servers or peers), which can provide
the same video, we find the maximum number of m{m < n)
high-quality and independent paths that connect from . senders
to the receiver (the new user who initiates the VoD request).
We formulate it as a constrained maximum independent paths
problem and design efficient path discovery algorithms. Based
on the multiple paths discovered, we further propose a joint
multipath routing and rate allocation algorithm to determine the
routes together with the rate allocated for each route for the VoD
request, with the goal of minimizing the network congestion. By
using this optimization framework, we not only improve the av-
erage performance of existing VoD sessions, but also enable the
network to support more subsequent VoD requests. We evaluate
our algorithms by using video trace simulations. The rest of this
paper is organized as follows. In Section I, we summarize the
previous work. In Section III, we present the system model. In
Section IV, we describe two proposed heuristic algorithms for
multipath discovery. In Section V, we propose a joint routing
and rate allocation algorithm. The simulation methodology and
results are shown in Sections VI and VII, and we conclude our
work in Section VIII.

II. RELATED WORK

Video streaming is a challenging task due to its high bit rate,
delay, and loss sensitivity. It is believed that the application per-
formance can be improved by streaming the video over multiple
paths. In [1], [14], and [15], a peer-to-peer architecture has been
proposed, where a user can stream videos from both servers and
peers. There are two major problems with multisource video
streaming: 1) multipath discovery, which finds multiple inde-
pendent paths; 2) rate allocation, which determines the sending
rate for each source of the path.

Multipath routing has been used in wireless ad hoc networks
to provide error resilience and load distribution. A number of
multipath routing protocols [6], [4], [5] have been proposed to
discover multiple paths between a single source and a single
destination. These protocols focus on finding edge-disjoint
paths. However, there still exists correlation between these
paths due to wireless interference.

There have been several studies of multipath video streaming
in wireless ad hoc networks. In [16], the authors tried to find
optimal paths for each session such that the overall video
distortion is minimized. However, they have not considered
wireless interference in the problem formulation. In [7], [8],
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and [17], the authors took the wireless interference into con-
sideration, and studied the selection of optimal paths between
a single source and a single destination. The studies optimized
for different objectives. Reference [7] aims at minimizing
the distortion metric [18], while [8] and [17] try to minimize
concurrent packet drop probability over all paths. In contrast,
our work focuses on multipath streaming from multiple senders
(peers or servers) to one receiver.

Multipath video streaming over static wireless mesh net-
works has been studied in [9] and [10]. The authors used
double-description coding and tried to find two paths to
optimize the distortion of the video streaming application.
However, the proposed mechanisms are for single-channel
wireless mesh networks and do not guarantee the independency
among the two paths. As a result, the failure or congestion of
one path may affect the other. Moreover, their optimization
only considers splitting the video stream over two paths. In
contrast, our work tries to find multiple independent (interfer-
ence-disjoint) paths in multichannel wireless mesh networks,
which not only improves video streaming performance, but
also increases its robustness. Our multipath routing and rate
allocation algorithms consider a more general case, where the
video stream is split over multiple paths (not limited to two
paths) with appropriate rate on each path. In [19], the authors
proposed a distributed channel assignment, routing, and rate
allocation scheme for video streaming over wireless mesh
networks. It assumes that each user streams from a single video
source over multiple paths. In contrast, our work focuses on a
more general P2P application, in which each user can stream
video from multiple sources over multiple paths.

A similar problem has been studied in other networks.
In [20], the authors studied multipath selection in Internet
overlay networks with the goal of maximizing average video
quality. In [21], the authors proposed to build a tree to aggregate
videos from multiple video surveillance nodes (leaf nodes) to
a center (root node) in sensor networks while minimizing the
wireless interference in the tree. In contrast, our work focuses
on multipath video streaming in multichannel multiradio wire-
less mesh networks.

In multichannel multiradio wireless mesh networks, the
WCETT [22] is a commonly used metric to evaluate the quality
of a single path. It jointly considers the delay, packet loss rate,
and channel diversity in the selection of a high-quality single
path. In our multipath discovery algorithms, we use this metric
as the criterion when we try to find each single path. We use
the algorithm proposed in [23] to find an optimal path based on
the WCETT metric in this paper.

There have been many studies on rate allocation for a single
video streaming session, assuming the multiple routes have al-
ready been found. They have proposed rate allocation schemes
to minimize the packet loss [11], or to be used with FEC [12], or
minimize the distortion metric [13]. All these rate allocation al-
gorithms optimize for the current session only. In contrast, our
rate allocation algorithm is aware of both the performance of
existing VoD sessions and the network’s capability of satisfying
potential VoD requests.

There are also some studies on rate allocation schemes
at higher level, that is, to determine the rate of each video
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streaming session, assuming each video has been encoded into
different rates [24], [25]. In this paper, we assume each video
has a fixed rate (such as PPLive and PPStream). We focus on
the rate allocation on the multiple paths for each VoD session,
such that the sum of rates on the multiple paths satisfies the
total rate requirement of the video.

III. MULTISOURCE VOD IN WMN

In this section, we introduce the system model. We will pro-
pose our solutions in Sections V and VI. Some preliminary work
has been introduced in [26].

Consider the VoD application in a large community network.
The network is composed of a number of multichannel multi-
interface wireless mesh routers. Each mesh router can establish
wireless connectivity with neighboring mesh routers, so that a
static multihop wireless network is formed. There are some spe-
cial mesh routers working as gateways, which are directly con-
nected to the Internet. Previous static channel allocation algo-
rithms, such as [27] and [28], can be used to assign each inter-
face of each router with a channel so as to minimize the network
interference while maintaining the network connectivity. Com-
pared to static channel allocation, dynamic channel allocation
can achieve better adaptivity to traffic. However, it also incurs
considerable overhead with channel switching, especially when
each node has multiple interfaces. There have been several dy-
namic channel allocation algorithms proposed in [29] and [30].
A channel assignment and scheduling algorithm that considers
channel switching overhead in optimization has been proposed
in [31]. In this paper, we focus on the study of routing and rate al-
location problem for multisource video streaming. We will leave
the joint consideration of channel allocation with routing and
rate allocation as future research direction.

For some popular videos, the VoD performance can be im-
proved by P2P technology. Whenever a user has requested a
video, it registers to the server, so that the server keeps a list of
the users that have buffered the video. When a new user visits,
he or she queries the server for the list of users, from which
they can stream the video. If there are such users, the new user
can stream the video not only from the media server, but also
from the other peers. For the peers that are located in the com-
munity network, the user downloads over a multihop wireless
path, while for the peers in the Internet, the user downloads over
a path, which consists of a multihop wireless path from the user
to one of the gateways and a path from the gateway to the peer
in the Internet.

We call the peer or the server that provides the download of
the video the sending node, and the user that requests the video
the receiving node. A mesh router is called a sender (or receiver)
if it is connected with one or more sending nodes (or the re-
ceiving node). If the sending node is located in the community
network, the mesh router with which the user is directly con-
nected is the sender. If the sending node is in the Internet, the
gateway through which users in the community network can ac-
cess it is the sender. In the example illustrated in Fig. 1, where
there is a media server in the Internet, we assume P1, P2, A, C'
are the peers that have buffered the video. If X wants to watch
the video, there are five available senders in this case, which in-
clude 11, R2, and the three gateways.

Wireless Mesh®, )
Network i

@ sender
@ receiver

B user X

Fig. 1. VoD in wireless mesh networks.

For each arriving VoD request, we need to determine the
routes from senders to the receiver and the rate on each route for
video streaming. A VoD request can be satisfied if we find the
routes with the required bandwidth that convey the demanded
video quality; otherwise, the VoD request cannot be satisfied,
and it will be blocked. If a VoD request can be satisfied, the
receiver will establish connections for video streaming in the
network. For a VoD request, from the time when the connec-
tions are established to the time when they are closed due to the
end of video streaming, we call the set of connections a VoD
session.

In the following, we will address two problems gradually:
1) the discovery of multiple paths (we will formulate the
problem and propose some heuristic multipath discovery algo-
rithms in Section IV-B); 2) how to allocate the rate on the paths
(we will propose a joint routing and rate allocation algorithm
in Section V).

IV. MULTIPATH DISCOVERY

A. Problem Formulation

Consider a wireless mesh network G(V, F), where V' denotes
the set of mesh routers whose locations are known. There is an
undirected edge (u,v) € E if and only if d(wu, v) < R, where
d(w, v) is the Euclidean distance between mesh routers « and v,
and I? denotes the maximum wireless radio transmission range.

Suppose each mesh router is equipped with @ interfaces, and
there are K orthogonal channels available. Given a channel as-
signment A, where A(u){(u € V') denotes the set of channels
assigned to the interfaces of u, the topology G A(V, F 4) of the
network can then be determined. There is a wireless link e =
(u,v,c¢) € E4 ifand only if (u,v) € E and ¢ € A(u) (] A(v),
that is, » and v each have at least one interface working on
channel c.

We use the protocol model to determine whether two wire-
less links in G 4 interfere with each other or not. For any two
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Fig. 2. Problem reduction.

links e;.e; € E4, define their distance d(e;, e;) as the min-
imum Euclidean distance between any node of one link and any
node of the other link. ¢; and e; interfere with each other if:
1) ¢(e;) = c(e;), where c(e) denotes the channel of wireless
link e; 2) d(e;,e;) < I, where I is the wireless interference
range, which is usually 217.

Definition 1: Given topology G 4(V, E,), the conflicting
table is the set of all link pairs (e;, €;), where ¢;,¢; € £ 4 and
e; # e;, such that e; and e; interfere with each other.

In the topology G 4(V, E4), let » € V be the receiver, and
assume there are n senders S = {s1,82,...,8,} C V. We
consider the case where a mesh router will not be a sender and
a receiver at the same time (explained in Section III), that is,
ré¢S.

Definition 2: Given topology G 4 and its conflicting table 7°,
two paths p and ¢ interfere with each other if there exists
(e;,e;) € T such thate; € p and e; € ¢g. The Maximum In-
terference Disjoint Paths problem (MIDP) seeks the maximum
number of edge-disjoint paths from S to r, denoted by P,
where each path is between a different sender in S and r, such
that there does not exist (p;,p;), where p;,p; € P and p;p;
interfere with each other.

In other words, the problem finds the maximum number of
paths from the set of senders to the receiver, such that any two
paths are independent from each other with regard to wireless
interference. Let n =| S | be the number of senders and m =|
P | be the number of paths, hence we have m < n.

Theorem 1: The MIDP problem is NP-hard.

Proof: We can prove this by reducing the maximum inde-
pendent set problem, which is NP-complete, to the formulated
problem. Given an undirected graph G(V, F'), the maximum in-
dependent set problem finds the largest independent set (no two
nodes from the set are adjacent) in the graph. We first transform
the graph G to G’ as follows. 1) For each v; € V, create an
edge e/ in G’. Denote one end vertex of e/ by s;, and create an
edge from the other end vertex to a vertex . Fig. 2 shows an
example of the transformation. 2) Create a list 7', which is ini-
tialized to empty. For each e = (v;,v;) € F, add (e}, €}) to
T. As a result, the maximum independent set problem can be
reduced to the problem of finding maximum interference-dis-
joint paths from S = {s1,s2,...,5y|} to £ in G’, given the
conflicting table 7T'. The reduction only takes polynomial time.
Therefore, the formulated problem is NP-hard. |

In the real-world VoD applications, we not only want to find
more interference-disjoint paths from S to r, but also need to
guarantee the quality of each path with regard to packet loss,
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delay, and throughput. There have been many studies on met-
rics for finding good routes between a single source and a single
destination in wireless networks. The WCETT metric [22] is
widely used in multichannel multiinterface wireless mesh net-
works. It not only considers packet loss and delay, but also ac-
counts for channel diversity in each path so as to reduce in-
traflow interference. Therefore, we use this metric to evaluate
the quality of each selected path. More specifically, we want to
find the maximum number of independent paths, while keeping
the WCETT value of each path below a certain threshold. The
WCETT metric of a path can be calculated as follows:

WOETT = (1 — k)« »_BTT; + k* maxi< <. X,
=1

where E'TT; is the expected transmission time of a packet on
the link ¢, and X; is the sum of transmission times of hops on

channel j
2

Hop ¢ is on channel j

X; = ETT,.

Another problem in real applications is that there might not
be enough completely interference-disjoint paths in some cases
because of the limited number of channels and number of inter-
faces. To take advantage of multipath streaming, we can relax
the constraint on the path independency a little bit to allow more
paths to be found, which improves the robustness of applica-
tions.

Definition 3: Given a set of edge-disjoint paths P in topology
G 4, consider any link e € py(pg € P). The set of paths that
interfere with e is I(e) = {p | p € (P — po) /\ p has a link that
interfere with e}. The path interference of link e is defined as
PI(e) =| I(e) |, which reflects how many other paths in P are
interfering with this link. The maximum path interference of P
is defined as MPI(P) = Max,c pMax.c,PI(e).

Now we can formally describe the problem by considering
both the constraint and relaxation.

Definition 4: Given topology G 4 and its conflicting table T',
the COnstrained Maximum I[Ndependent Paths problem
(COMINP) seeks the maximum number of edge-disjoint paths
from S to r, denoted by P, such that: 1) MPI(P) < «, where
«v is the threshold to control the level of independency between
paths in P; 2) WCETT(p) < g for p € P, where [ is the
threshold to control the quality of each path.

Note that by setting &« = 0 in the first constraintand 5 = 400
in the second constraint, the COMINP problem becomes exactly
the MIDP problem. Therefore, COMINP is also NP-hard.

B. Multipath Discovery Algorithm

In this section, we propose two heuristic algorithms, the It-
erative Path Discovery algorithm (IPD) and the Parallel Path
Discovery algorithm (PPD). We list the definitions of some fre-
quently used notations in Table I. Some notations will be ex-
plained in detail when we present the algorithms. Both algo-
rithms run in a centralized fashion on the receiver.

In wireless mesh networks, the mesh routers usually have
minimal mobility. For example, in community networks, the
routers are usually fixed on roofs of houses. In addition, due
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TABLE I
NOTATIONS ] ] ]
Algorithm 1: Iterative Path Discovery Algorithm
T(V,E) the original network topology
T(V,E) the remaining network topology . T’(V. E/) — T(V7 E)7 S =9
S the set of senders i

T the receiver

1 Fr(p) total interference of path p in topology T'
IET(p) path interfering set of p in topology T’
1(e) the number of paths interfering with e
WCETT(p) | the WCETT value of path p

to the overhead of dynamic channel switching, static channel
allocation strategies are widely used, in which the channel as-
signment does not change often. This makes it possible for each
mesh router to collect the global knowledge of the network, in-
cluding each other router’s position and channel assignment.
This can be done by letting each router broadcast the informa-
tion to the whole network each time the network topology has
been reconstructed or channels have been reassigned, which oc-
curs very rarely. Therefore, each mesh router knows the global
topology of the wireless mesh network (wireless links and chan-
nels), which makes it possible to use a centralized algorithm on
the receiver to find multiple paths from senders to the receiver.

1) Iterative Path Discovery: The Iterative Path Discovery
algorithm (IPD) finds paths one by one from the senders to the
receiver. In each iteration, we find one path from a sender to the
receiver, and then update the topology accordingly. This process
continues until no new paths can be found from the remaining
topology. There are two critical steps in the algorithm, which
we explain in the following.

a) Path Selection: Let S’ be the set of remaining senders,
for which we have not found paths yet, and 7’ be the remaining
topology. Initially, S = S and 7/ = 7. In this step, for each
s € S’, we first find a minimum WCETT path p from s to r
in 7" if such a path exists and WCETT(p) < v - wr(s,r),
where wr (s, 7) is the WCETT value of the optimal path from s
tor in 7" and +y is a constant to control the quality of each path.
(We set ¥ = 1.5 based on our experiments to achieve a good
balance between the number of paths that could be found and
the optimality of each path. This is because if we strictly require
that each path selected must be the optimal WCETT path, there
is less chance of finding multiple paths with satisfying the path
independent constraint.) Denote the resulting set of paths as P.
We then need to decide which path to select from P. As the
algorithm aims at discovering as many paths as possible in the
final solution, we select a path from P based on the following
metric.

We define the total interference of p in T'(V, E’), denoted by
IF7:(p), as the number of edges in 7” that interfere with any
edge in p. More formally

IFr (p)=|{ | e € E /\Ele € p : Interfere (e, e’)} | .

Note that Interfere(e, €’) is true if e = ¢’.

Therefore, we select the path from P, which has the minimum
total interference in 7”. The reason is that the selected path will
render minimum change in the remaining topology, and thus
leave us more flexibility in finding more paths afterwards.

1

2: l(e)=0fore € F', X = {}

3: repeat

4: For each s; € 57, find a minimum WCETT path p;
from s; to » in T if WCETT(p) < «v - wr(s,r).
Denote the set of paths by P.

5: Select p* from P, which has the minimum total
interference in 77, IF 7 (p*) = Min,, e pIF 7 (;).

6: Ille)=1e)+1fore € IEr(p*)

7. T =T —p*
Ifi(e) > o, 7" =T —e, fore € [Er(p*)

8 8 = 85 — sender(p*), X = {X,p*},
where sender(p*) is the sender of path p*

9: until P is empty

10: X is the set of selected paths.

b) Topology Update: Once a path p has been selected from
T’, we need to update 7" accordingly. We can guarantee the
edge disjointedness of paths by taking off p from 7", so that
the paths found later will not overlap with the paths previously
found. In addition, we need to consider p’s interference on T”
and guarantee the level of independency among the final set of
selected paths.

We use a label [ on the edges of T” to record the interference
from the already selected paths, where [(e) counts how many
selected paths are interfering with link e. At the start of the al-
gorithm, [(e) is initialized to 0. Assume p is the selected path
from TV(V, E’) in the current iteration. We define the path in-
terfering set of p in T’, denoted by IE+- (p), as the set of edges
in (T" — p) that interfere with any edge in p.

Ez(p) ={e' | € (E' —p) /\ Je € p : Interfere(e, ') }.

We update /(e) for each edge ¢ € IEr/ (p) by increasing 1,
indicating that there is one more selected path p that interferes
with e. If [(¢) > «, then we need to take off e from 7". This
is because if e has been used in one more path in the remaining
topology, then e will interfere with more than « already selected
paths, which violates the constraint in the COMINP problem.
The algorithm is formally described in Algorithm 1. In each
iteration, we select a path and update the topology, which takes
O(] S || E || V |). There are at most | .S | iterations, so the
algorithm takes polynomial running time O(| S || £ || V |).
2) Parallel Path Discovery: IPD finds a complete path in
each step, which limits the search space, and thus may not be
able to approximate the optimal solution. Instead of searching
for paths one by one, we take a different approach in this sec-
tion, that is, we perform a parallel search for paths from all
senders to the receiver level by level. The basic idea of the
Parallel Path Discovery algorithm (PPD) is as follows. In each
iteration, we perform a breadth-first search from 7 in the re-
maining topology T"(V, E’) and categorize all the nodes in V/
into layers based on their distances from r. We start from the
senders that are in the farthest layer and find partial paths that
connect as many of them as possible to nodes in the lower
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Fig. 3. Basic idea of parallel path discovery.

layer. We then use these nodes that are reached in the lower
layer as new senders to take place of the original senders. The
process continues until we reach the receiver. The critical step
of the algorithm is finding partial paths in each layer, so that
we can guarantee that the paths finally found satisfy the con-
straints. In the following, we first illustrate the overall algorithm
in Section [V-B.2a, and then describe how to find partial paths
in each layer in Section IV-B.2b.

a) Parallel Search: As illustrated in Fig. 3, let
H = {p1,p2.....m} be the set of partial paths found in
the current iteration. Each partial path p; € H starts from
a sender in S, denoted by s(p;) and ends at a nonreceiver
node, denoted by e(p;). We do a breadth-first search on the
current remaining topology 7. Let d(v)(v € V) be the dis-
tance from v to the receiver r in T’. Consider the set of nodes
X ={e(pi)}+(S—{s(pi)}), which contains the set of ending
nodes of the partial paths and the set of senders that do not
have partial paths yet. These are the nodes from which we can
further extend the set of partial paths.

In each iteration, we extend partial paths only from the
highest-layer nodes in X, thatis, X’ = {v | d(v) = dpax,v €
X} where dpyax = Max,exd(v). We want to find as many
paths as possible that connect the nodes from X’ to the next
lower layer nodes Y = {v | d(v) = dyax — 1}. Assume Q* is
the set of paths found to extend . Let H¢- C H be the set of
partial paths that can be extended by paths in Q*. We extend
these partial paths and make them as the new H. In addition,
we also need to update T”. We take off paths in Q* together
with their interfering edges whose ! values exceed the threshold
from 7", and also recovering paths in (H — H-+) back into
T'. After we have updated H and 7”, we do a breadth-first
search again on the updated topology and continue to extend /4
following the same procedure.

The algorithm is described in Algorithm 2. There is a key
subalgorithm LayerPathSearch used to extend the set of par-
tial paths to the next lower layer, which we will explain in the
following.

b) Layer Path Search: We first enumerate all the paths of
at most 3 hops long from X’ to Y in 7. The reason for doing
this is the following. 1) If we only use one hop path to extend the
partial paths, we are always finding the shortest paths. However,
in multichannel wireless mesh networks, the channel diversity
is also important for path quality in addition to hop distance.
Therefore, we also check two or three hop paths in order to
utilize the channel diversity in the path selection. 2) If we do not
limit the path length, we will have exponential search space. In
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Algorithm 2: Parallel Path Discovery Algorithm

T"=T H={}
repeat
Do a breadth-first search on 7"
@* = LaycrPathScarch(H, T")
Extend H and update 7" based on Q*
until H reaches the receiver r
Output all the paths in H.

A A Sl ey

Algorithm 3: FindPathSet(H, T")

L=

2: InT", find each path g that is at most 3 hops from X’ to ¥’
such that WCETT (p + ¢) < «v - wr(sender(p), r), where
p € H concatenates with ¢. Denote the set by (.

: Rate each path ¢ € @) by metric z(q).

: repeat

Take the path ¢* with the lowest z value in ().

Q=0 + ¢

Update 7" and () based on ¢*.

: until no paths can be selected

: Q™ is the set of paths to extend H

practice, we find that by keeping the threshold at 3, we have
enough flexibility in finding channel diverse paths.

Denote the set of paths by (J; we want to find as many paths
as possible from @ to extend H without breaking the edge dis-
jointedness and path independency constraints. We rate each
path ¢ € () based on two factors.

1) The interference caused by ¢ on 7", denoted by IF 7 (g).
The path that causes less interference is preferred to be
selected because it increases the possibility of finding other
more paths later.

2) The interference caused by g on the connecting partial path
p € M, that is, g starts from the ending node of p. We
denote it by IF,(q). This is related with the channel di-
versity of each final path discovered. While we want to
find more paths, we also need to guarantee the quality
of each path. Therefore, ¢ can be evaluated by z(q) =
]{71 X IFT/ (q) + 1172 X IFp(q)

The algorithm is described in Algorithm 3. We take the path
with the lowest z value from @ each time. When we have se-
lected a path ¢ € @) to extend a partial path p € H, we need to
update 7" in the same way as described in the iterative path dis-
covery algorithm. We must not only take off ¢ from 7", but also
take off edges whose ! value exceeds the threshold « in 7”. As
some edges have been taken off from 7”7, we also need to update
(2 because some paths may become unavailable in the updated
topology. We continue to select paths from ¢} until () becomes
empty. As a result, we get the set of paths to extend H .

Given H in the current iteration, it is possible that /7 contains
too many partial paths so that they are occupying too many link
resources in the lower layers due to wireless interference (these
links have been removed from the original topology because
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Algorithm 4: LayerPathSearch( H, T")

H =H
Q* = FindPathSet(H',T")
repeat
For each p; € H', release p; and update 7",
Q); = FindPathSet(H’ — p;, T")
Let (4 be the best solution among {Q;}
if () is better than * then
Q" =Qr H = H —p
end if
until no better solution can be found
Q" is the path set to extend H.

bl S

ISANR AN

their [ value exceeds the threshold). This may dramatically re-
duce the number of paths finally discovered. To deal with this
problem, we can release some partial paths from H first, so that
we can have enough link resources in the lower layers, and thus
we may be able to extend more partial paths to the next layer.
The algorithm is described in Algorithm 4, which can be sum-
marized as trying to find a local minimum point.

Let D be the diameter of T'. In Algorithm 3, we consider

OS] (‘%l) ) partial paths, and thus the running time is
N
o8] (%) |E |) . Algorithm 4 calls Algorithm 3 O(| S |2)

times, and thus takes O <| S| (‘%’) | £ |> There are

O(] D |) iterations in Algorithm 2. Therefore, the algorithm

ISPV P E|
D .

Although the parallel path discovery algorithm takes more
computation overhead than the iterative path discovery algo-
rithm, it has the promise of finding more paths. In the iterative
path discovery algorithm, we find one complete path each time
and modify the remaining topology based on the path. As a re-
sult, we have made a big change on the remaining topology,
and soon no new paths could be found. In contrast, the par-
allel path discovery algorithm finds partial paths in each step
and leaves more flexibility in the remaining topology for finding
more paths.

takes polynomial running time O <

C. Discussion

If we want to find strictly edge-disjoint paths, the number of
paths that can be found will be limited by the number of inter-
faces that the receiver has. In order to find more paths to enhance
the robustness of the application and provide more flexibility for
rate allocation, we can relax this constraint by allowing paths
to merge at the last hop toward the receiver. Both the iterative
and parallel path discovery algorithms can be easily modified
to deal with this case. When taking off a selected path from the
remaining topology, we do not remove the edge that is directly
connected with the receiver. It will be taken off from the re-
maining topology only when its [ value is over the threshold c.
In this way, we have still guaranteed the path independency con-
straint on the last hop.

V. JOINT ROUTING AND RATE ALLOCATION

As the wireless mesh network is designed to be shared among
multiple users, the routing and rate allocation for each VoD re-
quest should not only consider the performance of itself, but also
take into account the existing VoD sessions and the network’s
ability of satisfying more subsequent VoD requests. Note that
the performance of each existing VoD session is dramatically
affected by the traffic load on each link used by the session. If
the traffic load on a link is high, the application may experience
high queuing delay and jitter due to the congestion on this link.
In addition, the increase in the number of congested links may
disrupt the network’s connectivity, thereby causing the network
to be incapable of finding routes with required bandwidth for
new VoD requests. Therefore, we take our optimization goal as
minimizing the network congestion.

In this section, we first propose an optimal rate allocation al-
gorithm on the multiple discovered paths, which determines the
rate on each path. It is possible that some discovered paths may
be unused (or allocated with zero rate) because they are more
congested than others. We then propose a joint routing and rate
allocation algorithm with the goal of minimizing the network
congestion. Unlike previous works [11]-[13] that optimize for
the performance of a single session only, our optimization not
only improves the performance of existing sessions, but also im-
proves the network’s capability of satisfying more subsequent
VoD requests. The algorithm runs in a centralized fashion on
the receiver. We assume each router periodically broadcasts the
available bandwidth of its neighboring wireless links to all the
routers in the network, so that each router knows the available
bandwidth on all the links in the network (similar to [27]).

Assume the multiple paths discovered for a VoD request is
P ={p1,p2,....pm},and the receiver needs to determine the
optimal data rate on each path. Let r;, be the data rate on path
pe(k = 1,2,...,m), and R be the total data rate required by
the VoD session. We have

> m=R 1)
k=1,..., m
The traffic load on each link e; € P, denoted by #(e;), is
He)= Y. Tk )

prLEP /\ e; EPL

Let A(e;) be the available bandwidth on link e;. Let IE;;
denote whether the two links e, and e; interfere with each
other. IE;; = 1 if it is true, and IE;; = 0 if otherwise. The
residue capacity of each link e; € P under the rate allocation
{r1,7r2,...,rm}, denoted by C(e;), is

>

e; CP /\ ej#e;

Z((ZL) = A((Zl‘) — t(@i) — t(Cj) X IELJ (3)

Therefore, our optimization goal is to maximize the residue
capacity of the bottleneck link (or minimize the network
congestion)

Maximize Min,ep{Z(e;)} )
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Algorithm 5: Joint Routing and Rate Allocation

1: Let C be the capacity of each link, A(e) be the available
bandwidth of link e. Set Thresh = C.

2: Generate subtopology T'[Thresh], which only includes
links ¢ where A(e) > C — Thresh.

3: Find paths £ for the session on T'[Thresh]. Calculate
optimal rate allocation v on P.

4: Set P* = P, r* = r. Let v™ be the value of the objective
function under (P, r) ((4)).

5: repeat

6:  Thresh = Thresh/2.

7:  Find paths P for the session on T[Thresh]. Calculate

optimal rate allocation » on P.

8:  Let v be the value of the objective function.
9: if v > v* then

10: Pr=Pr*=rv =uv

11: end if

12: until (no valid P or r exists ||Jv < v™)
13: return (P*, r*)

The problem (1)—(4) is a max-min linear programming
problem, and can be transformed to a general linear program-
ming (LP) problem. Therefore, we can solve for the optimal
rate allocation {rq,r2,...,7,} in polynomial time. Note that
it is not mandatory for all the paths in P to be used for the
VoD request. It is possible for some paths to be allocated with
rate of zero by solving (4) because they are more congested
than others. In other words, the multipath discovery algorithm
gives candidate paths, while the rate allocation algorithm [by
solving (4)] determines the subset of paths to be used together
with the rate on each path for the VoD request.

To approximate the optimal joint routing and rate allocation,
we use binary search in Algorithm 5. We use IPD or PPD
for path discovery subalgorithms. They not only find multiple
high-quality and independent paths, but also are better at bal-
ancing the traffic in the network. By finding edge-disjoint paths,
the traffic can be well distributed over the network spatially.
By minimizing the interference among paths, the traffic can
be well distributed over different channels. In Algorithm 5,
we first apply path discovery (IPD or PPD) and rate alloca-
tion (LP) algorithms sequentially on the original topology to
find an initial solution. We then truncate the topology based on
a threshold in each step, that is, we only keep the links with
enough available bandwidth. We apply the same subalgorithms
and find new solutions. The search terminates if we cannot find
any better solutions by decreasing the threshold.

After a receiver has calculated the routing and rate allocation
for a VoD request, it needs to reserve the bandwidth on the paths.
It is possible that the reservation fails because the bandwidth has
already been reserved by some other VoD request arriving at al-
most the same time. More specifically, when the receiver calcu-
lates the routing and rate allocation, its knowledge of the current
network status does not get updated of the other VoD session in
time. In this case, we can resolve it by letting the receiver wait
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for a random time and recalculate the rate allocation on the mul-
tiple paths already discovered until it succeeds with reserving
the bandwidth. For the application in a real wireless mesh net-
work, this case happens rarely because it takes a short time for
a receiver to calculate the routing and rate allocation for a VoD
request (less than 0.3 s) and to reserve bandwidth together with
updating link status (less than 0.4 s) in a 60-nodes wireless mesh
network (see Section VII-G). According to the statistics of all
the VoD requests for a popular VoD server over the Internet [32],
the VoD request arrival rate is around one request per second. As
aresult, we can expect that the mean interarrival time of VoD re-
quests in a regional wireless mesh network should be at least in
minutes. For Poisson process (with the mean interarrival time of
1 min), the probability that two or more requests arrive within
0.7 s is less than 1.2%, which is a very small probability.

In the VoD application, after a receiver has established a VoD
session, some senders might become unavailable due to the
following reasons: 1) when the peer continues to watch new
movies and its buffer is full, the oldest movie will be removed
from the buffer; 2) there is a link failure or node failure in the
network, which makes the path to some sender disconnected.
An intuitive way is to run the algorithm on the network again.
However, this will affect the paths that the receiver is currently
using. A better way is to use the algorithm to find more paths
in the rest of the topology without affecting the existing paths
used. However, if the event of any path failure or any sender
leaving the network happens more than a certain number of
times on the session, it is better to rerun the algorithm for it.

VI. SIMULATION METHODOLOGY

In this section, we introduce the tools, traces, methods, and
metrics that we use in the simulation.

A. Methodology

We perform the simulations in NS2. The Hyacinth exten-
sion [33] has been used to support multiple channels and mul-
tiple interfaces per node in the simulator. In all the simulations,
we set the maximum radio transmission range to 250 m and
the interference range to 500 m. We use 802.11 with bit rate
of 11 Mb/s for each interface and use UDP with the maximum
packet size of 1024 B for multimedia data transport. Unless
specifically stated, the simulation is performed in a 60-nodes
random topology within an area of 1500 x 1500 m?. Each mesh
router is equipped with four interfaces, and there are eight or-
thogonal channels used in the channel assignment. We use the
channel allocation algorithms proposed in [28] to statically as-
sign channels to each interface in order to minimize the wireless
interference within the network.

We use the video traces available in the public do-
main [34]-[37]. Each video trace file includes the size of
each encoded video frame together with its quality. During
NS2 simulation, the frames are encapsulated into UDP packets
during network transmission and reconstructed at the receiver.
Table II illustrates the three video traces we use for evaluation.
Each movie is 30 min long. All the traces use group of pic-
tures (GoP) length of 16 with I-frame as the first frame in each
GoP and have a rate of 30 frames per second. All the trace files
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TABLE II
VIDEO TRACES USED IN SIMULATION

Movie Name | Encoding Quantization | Average Bit
Scale Rate (bps)

Silence  of | H.264, Single-Layer (22, 22, 24) 358365.5

the lambs

Star Wars IV | H.264, Single-Layer (22, 22, 24) 373880.4

Die Hard H.264, Single-Layer (22, 22, 24) 369614.9

being used contain the frames in the encoder order. In other
words, the frames are transmitted through the network in the
encoder order.

We compare the following methods of path discovery for

multisource video streaming.

1) MinW: Find a minimum WCETT path between each
sender and the receiver. Thus, if the network is connected
and there are n senders, this method will find 7 paths.

2) MEDP: Find the maximum number of edge-disjoint paths
from the senders to the receiver (edge-disjoint paths have
been used in both the Internet [20] and multihop wireless
networks [4]).

3) IPD: Use the iterative path discovery algorithm to find the
maximum number of independent paths.

4) PPD: Use the parallel path discovery algorithm, which has
the potential to find more paths than IPD under the same
constraints. To be consistent in the comparison, we use the
joint routing and rate allocation framework (Algorithm 5)
proposed in Section V for all the methods. In other words,
we use Algorithm 5 with different path discovery algo-
rithms as subalgorithms to find multiple paths, while using
the same rate allocation algorithm for all the methods.

B. Metrics

We evaluate different methods based on the following metrics

in our simulation.

* The maximum number of concurrent VoD sessions that can
be supported in the network: This metric reflects the net-
work capacity of supporting VoD applications.

» Packet delivery delay: This metric determines the response
time of the VoD application. As we are streaming data over
multiple paths, each path may possess a different average
packet delay. In this case, we calculate the maximum av-
erage packet delay over all paths.

« Packet delay jitter: This metric is critical for the quality of
video streaming. For a single path, we can evaluate delay
jitter by the variance of delays. Let d;(¢ = 1,2,...,k) be
the delay of each packet in a single path within an interval
of time, the delay jitter of d = {d; | i = 1,2,...,k} can
be evaluated by jitter(d) = />, (d; — d)2/k, whered =
>, di/ k. We can extend this metric to multiple paths in the
following way. Let d;; (s = 1,2,...,m;5 = 1,2,... k)
be the delay of the jth packet in the 7th path. The delay
jitterofd = {d,; |t =1,2,...,m;5 =1,2,... k;} can
be evaluated by jitter(d) = \/Zl > (dij — d:)2/ > ki,
where (ZL' = Z]- du/lﬁ

» Packet drop ratio: When a receiver streams a video over
multiple paths, it needs to determine a playout deadline,
that is, the time the receiver waits for before playing out

the video. As a result, the deadline of each packet to be
received can be determined. A packet drop occurs when:
1) the packet is lost due to the collision in wireless trans-
mission; 2) the packet has been successfully received, but
it is received after its deadline. The packet drop ratio is
defined as the number of packets dropped over the total
number of packets transmitted. It influences the quality of
the decoded video.

* Percentage of frames reconstructed: Note that there are
dependencies between the encoded video frames. For ex-
ample, the I-frame in a GoP is required to decode all other
P-frames and B-frames in the GoP, and the P-frame is re-
quired to decode all the successive P-frames as well as the
B-frames encoded with respect to these P-frames. Thus,
even if a frame has been received before deadline, it is re-
garded as not constructed if its dependent frames are not
reconstructed successfully.

* Peak signal-to-noise ratio (PSNR): This is a commonly
used metric to evaluate the quality of a decoded video. In
the video trace file, the PSNR value is computed for each
frame based on the difference between the decoded frame
and the original frame.

* Processing and session setup overhead: This includes the
time to compute the multiple paths together with rate allo-
cation and the time needed to establish the connections for
each session.

Note that “packet delivery delay,” “packet delay jitter,” and
“packet drop ratio” are network-layer metrics, which give us
some insight on the perceived video quality, while “percentage
of frames reconstructed” and “PSNR” are application-layer
metrics, which directly assess the perceived video quality. In
this paper, we will evaluate both categories of metrics.

ERINT3

VII. PERFORMANCE EVALUATION

In this section, we present the simulation results from NS2
based on real video traces.

A. Number of Paths

We select one router in the network as the receiver and ran-
domly designate » routers in the network as senders. MinW
always finds n paths, while the number of paths discovered by
MEDP is min{n, degree(r)}, that is, the network is well-con-
nected so that the number of edge-disjoint paths to the receiver
is bounded by its degree in the topology G 4. For both IPD and
PPD, we set the threshold @ = 0,1 (see « in Definition 4). By
setting & = 0, we require that each path does not interfere with
any other path. When o« = 1, each link of any path interferes
with at most one other path among the multiple paths finally dis-
covered. According to Section IV-C, we allow paths to merge at
the last hop towards the receiver for both IPD and PPD.

Unlike MinW and MEDP, IPD and PPD take wireless inter-
ference into consideration when finding multiple paths, and thus
have the prospect of providing better video streaming quality.
The number of paths discovered by IPD and PPD under dif-
ferent number of senders is illustrated in Fig. 4. Each point cor-
responds to the average of 20 runs. We can observe that PPD
is able to discover more paths than IPD under the same con-
straint. As a result, PPD provides more flexibility for finding
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Fig. 4. Number of paths discovered. (a) a = 0. (b) & = 1.

appropriate rate allocation to minimize the network congestion
than IPD. Especially when «« = 0, IPD finds only a single path
in most cases, while PPD discovers more paths so that we can
use multipath streaming to improve the performance of video
streaming. Both algorithms tend to find more paths with the in-
crease of available senders.

B. Number of Sessions

We experiment on networks of different scales (with the same
density as the default 60-node topology) without changing the
other default settings. In each network, three mesh routers are
randomly selected as initial senders. They may be mesh routers
connected with a peer that has buffered the video, or a gateway
through which a local user can access a peer or media server
in the Internet. Assume there are three popular movies recently
(listed in Table II), and each of the initial senders can provide
all of the three movies. Assume VoD requests arrive in accor-
dance with Poisson distribution. For each arriving VoD request,
the user is connected to a random mesh router in the network
and initiates a VoD request for a movie that is randomly selected
from the three movies. We use different algorithms to find the
routing and rate allocation for each arriving VoD request. If the
VoD request can be satisfied and has been established success-
fully, it becomes a sender, which can provide the movie to sub-
sequent VoD requests. This process continues until there is a
VoD request that cannot be satisfied. In this way, we can get the
maximum number of concurrent sessions that can be supported
in the network. Based on our experiments, it does not make a
visible difference in the maximum number of concurrent ses-
sions with the order of the VoD request. This is because it is
quite flexible to allocate resources for each session if we use
multiple paths. Hence, in the following evaluation, we do not
make difference between the order of arriving requests.

Fig. 5 demonstrates the maximum number of concurrent ses-
sions supported by each method under different network scales.
Each point has a confidence interval of [AVE — 1, AVE + 1]
(AVE is the average value at each point) with a confidence level
of 0.95. For IPD and PPD, « is set to 1. From the figure, we
can observe that MinW performs the worst in supporting mul-
tiple sessions. MEDP is slightly better than MinW. IPD sup-
ports over 10% more sessions than MEDP on average, while
PPD improves the capacity by over 25% compared to MEDP.
This is because IPD and PPD not only find edge-disjoint paths,
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Fig. 5. Maximum number of sessions versus network scale (eight channels).

but also minimize the interference among the paths. Therefore,
the traffic of each session can be well balanced over the network
both spatially and over different channels. PPD excels IPD be-
cause PPD finds more paths than IPD under the same constraint,
and thus PPD provides more flexibility for rate allocation to
minimize network congestion than IPD. Note that the rate allo-
cation algorithm does not mandate every discovered path for a
single session to be allocated with some positive rate (explained
in Section V). Although PPD finds more paths than IPD, it does
not necessarily mean that PPD uses more paths for actual video
streaming than IPD. The rate allocation on PPD paths usually
has lower congestion than on IPD paths. Therefore, PPD sup-
ports more concurrent VoD sessions than IPD.

We repeat our simulations with different numbers of chan-
nels. Fig. 6 illustrates the maximum number of concurrent
sessions under different numbers of orthogonal channels for
different methods. We can observe that more concurrent VoD
sessions can be supported in the network with the increasing
number of channels because the network capacity is increased
by using more orthogonal channels.

Note that the maximum number of sessions is not big com-
pared to the 11-Mb/s bandwidth. This is because there is MAC
protocol overhead and the interference is not completely elimi-
nated in the network.

C. Delay and Jitter

We use the same assumptions of the video sources and the
arrival of VoD requests as in Section VII-B. The video frames
are encapsulated into UDP packets with the maximum size of
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1024 B for transmission (similar to [13]). In this scenario, the
maximum number of concurrent sessions that can be supported
by MinW, MEDP, IPD, and PPD is 9, 10, 13, and 16, respec-
tively. If the network reaches its maximum capacity, additional
VoD requests will be blocked. We calculate the average packet
delay and delay jitter under different numbers of concurrent ses-
sions in the network. The results are shown in Figs. 7 and 8.

In both figures, the horizonal axis shows the number of con-
current VoD sessions, and the vertical axis shows the average
delay and jitter over all the sessions. As we can see, IPD and
PPD enjoy lower delay and jitter than MinW and MEDP. For
example, when there are five concurrent sessions, IPD and PPD
reduce the packet delay by 28% and 39%, and reduce the delay
jitter by 34% and 57%, compared to MEDP. This is because IPD
and PPD not only find multiple high-quality paths with mini-
mized interference, but also are better at balancing the traffic

Fig. 9. Packet drop ratio over multiple VoD sessions (playout deadline =
300 ms).

in the network both spatially and over different channels, and
thereby reducing the network congestion.

Note that our goal is to minimize the network congestion so
that the average performance of both the current session and the
existing session can be optimized. As we can see in Fig. 7, with
the increase of number of concurrent sessions, the average per-
formance of the sessions will be degraded for all algorithms be-
cause there is overall more traffic in the network. For example,
if we currently have four sessions, the allocation for the fifth
session will cause the average performance of all the five ses-
sions to degrade a little compared to before. However, IPD and
PPD will be better than other algorithms.

D. Packet Drop Ratio

In this section, we first set the playout deadline at the receiver
to 300 ms and calculate the packet drop ratio of VoD sessions.
We then vary the playout deadline to evaluate its impact on the
video streaming quality. If the receiver streams a video from a
gateway, we add a random delay conforming to normal distri-
bution NV (100ms, 20ms?) (the parameters are derived from the
packet delays extracted from an experiment where we repeat-
edly send ping packets from a gateway to a video server) on the
path to simulate the delay from the peer in the Internet to the
gateway.

Fig. 9 illustrates the average packet drop ratio over all ses-
sions when there are different numbers of concurrent VoD ses-
sions in the network. We can observe that the drop ratio in-
creases with the increasing number of sessions because the net-
work is getting more and more congested. When there are few
(less than five) concurrent session in the network, all methods
enjoy very low packet drop ratio. However, when more sessions
have been established, IPD and PPD have dramatically lower
packet drop ratio than MinW and MEDP because IPD and PPD
find better paths for streaming the video. For example, to guar-
antee an average packet drop ratio less than 20%, the maximum
number of concurrent sessions that can be supported by MinW,
MEDP, IPD, and PPD is 5, 7, 9, and 11, respectively.

Fig. 10 demonstrates the impact of playout deadline on the
packet drop ratio. We simulate the case when there are eight
concurrent VoD sessions in the network. The vertical axis shows
the average packet drop ratio over all the eight sessions. We can
observe that the drop ratio decreases with longer playout dead-
line for all the methods because the playback deadline is relaxed
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Fig. 11. Maximum number of sessions versus network scale (eight channels).

with longer playout deadline. For example, the packet drop ratio
of IPD (or PPD) decreases from 14% (or 10%) to 3% (or 2%)
when the playout deadline increases from 150 to 450 ms. In ad-
dition, IPD and PPD leads to much lower packet drop ratio than
MinW and MEDP, which implies high video quality perceived
at receivers. For example, at the playout deadline of 300 ms,
IPD and PPD reduce the packet drop ratio by around 85%, com-
pared to MEDP. We have also calculated the standard deviation
of packet drop ratio over the multiple sessions for IPD and PPD,
which is within 10% of the average value. This indicates that our
algorithm does not have bias over a specific session in the case
of multiple sessions.

E. Minimum Congestion Rate Allocation

In this section, we analyze how the rate allocation that min-
imizes the network congestion in Section V can help improve
video streaming performance. We simulate Algorithm 5 with
PPD for path discovery. We compared two different rate alloca-
tion algorithms: 1) average rate allocation on all the paths; 2) our
proposed rate allocation algorithm that minimizes the network
congestion. In Fig. 11, our proposed rate allocation substantially
improves the maximum number of concurrent sessions that can
be supported in the network. This is because by minimizing the
network congestion, the network has more flexibility of satis-
fying subsequent sessions. Fig. 12 illustrates that by minimizing
the network congestion, our proposed rate allocation also re-
duces the packet drop rate compared to the average rate alloca-
tion under the same number of concurrent sessions.
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F. Perceived Video Quality

In addition to the network layer metrics that have been ana-
lyzed in the previous sections, we evaluate the application layer
metrics of video streaming in this section.

Fig. 13 illustrates the percentage of frames reconstructed
under each method when there are different numbers of concur-
rent VoD sessions in the network. Each point in the figure corre-
sponds to the average of frame reconstruction ratio over all the
sessions. The PSNR metric of videos perceived at receivers is
calculated and demonstrated in Fig. 14. In the figure, each point
corresponds to the average of PSNR over all the sessions, and
has a confidence interval of [AVE(1 — 0.07), AVE(1 + 0.07)]
(AVE is the average value at each point) with a confidence level
of 0.95. The “4” line plots the PSNR when there is no frame
loss in video streaming (optimal value). The PSNR of the three
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movies in Table II without any frame loss is 47.7, 46.9, and
47.6 dB, respectively.

From both figures, we can observe that when there are fewer
sessions in the network (less than five), all the algorithms lead
to very high frame reconstruction ratio and high PSNR because
of low packet drop ratio (shown in Fig. 9). However, when more
sessions are established in the network, IPD and PPD obviously
excel the other methods, while PPD performs better than IPD.
For example, to guarantee an average PSNR no less than 40 dB,
the maximum number of concurrent sessions that can be sup-
ported by MinW. MEDP, IPD, and PPD is 4, 6, §, and 11,
respectively.

Fig. 15 illustrates the PSNR under different values of playout
deadline when there are eight concurrent VoD sessions in the
network. We can observe that the perceived video quality
increases with longer playout deadline. For IPD and PPD,
when the playout deadline is over 200 ms, the improvement of
PSNR becomes less obvious. In comparison, with the increase
of playout deadline, there is steady improvement of PSNR for
MinW and MEDP. This is because IPD and PPD have lower
delay jitter than MinW and MEDP in network transmission.
Therefore, IPD and PPD only need a small playout deadline to
reach near-optimal performance.

G. Processing and Session Setup Overhead

We first evaluate the time needed for computing the routing
and rate allocation for each VoD request. The processing over-
head includes the discovery of multiple independent paths and
the calculation of routing and rate allocation using LP. We apply
our algorithms under different network scales. In each scenario,
we set the number of senders to 8. We run the algorithms on a
laptop computer with 2 GHz CPU. The average processing time
is shown in Fig. 16. We can observe that PPD has a little longer
processing time than IPD. However, PPD brings better perfor-
mance than IPD with regard to the average session quality and
the network’s capacity based on the analysis in previous sec-
tions. Under the network scale of 60 nodes, both PPD and IPD
are fast enough (less than 300 ms) to calculate the routing and
rate allocation for each VoD request.

We also calculate the time needed for setting up the session
once the routing and rate allocation have been determined for a

Number of Nodes

Fig. 16. Processing time for each VoD request.

VoD request. This includes reserving the bandwidth on the paths
and letting the routers along the paths update the link status to
the other routers. The simulation results in a 60-nodes network
show that the session setup delay is less than 400 ms. Therefore,
the total delay for processing and session setup is less than 700
ms for each VoD request.

VIII. CONCLUSION

The objective of this paper is to improve the performance of
multisource VoD applications in multichannel multiradio wire-
less mesh networks. We first proposed two heuristic multipath
discovery algorithms, IPD and PPD, to find multiple indepen-
dent paths from senders to the receiver for each VoD request.
The proposed algorithms consider wireless interference in the
multipath discovery, so it is able to balance the video streaming
traffic both spatially and on different channels in the network.
Based on the multipath discovery algorithms, we then proposed
a joint routing and rate allocation algorithm to find the routes
and rate allocation with the goal of minimizing the network con-
gestion. The algorithm not only optimizes the performance of
existing VoD sessions in the network, but also improves the net-
work’s capability of satisfying more subsequent VoD requests.
We performed simulations inNS2 using real video traces and
evaluated the performance of our algorithms using both network
layer metrics and application layer metrics for video streaming.
As part of our future work, we will analyze these algorithms in
real systems. Simulation results have shown that IPD and PPD
not only increase the maximum number of concurrent VoD ses-
sions that can be supported in the network, but also improve the
video streaming quality of each session compared to previous
work. Moreover, PPD achieves better video streaming perfor-
mance than IPD because it is able to discover more paths than
IPD under the same constraint, and therefore provides more
flexibility in finding rate allocation with minimized congestion.
However, IPD runs faster than PPD, so it is more preferable in
case when algorithm processing time is more important.
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